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Abstract: Examples of an imaging sensor include a two-dimensional staring sensor with spectral filter strips for multispectral overhead imaging. The sensor may also include a panchromatic sensor with block or strip fillers. The sensor may be used to collect multispectral color image data at a sampling resolution from overhead imaging platforms such as airplanes or satellites. The sensor can be used to provide video images. If a panchromatic sensor is included, the sensor may be used to collect panchromatic image data. Examples of methods for processing the image data include using the panchromatic image data to perform multi-frame enhancement or panchromatic sharpening on spectral images to improve their quality and resolution.
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CROSS-REFERENCE TO RELATED APPLICATIONS


BACKGROUND

Field

[0002] This disclosure generally relates to the field of imagery, and more specifically, to overhead imagery and video.

Description of the Related Art

[0003] The growth of the geo-spatial and geo-services industries has substantially increased the demand for overhead imagery. Traditional methodologies for collecting overhead imagery are extremely expensive, and the high cost prohibits the capture of images for many potential applications.

SUMMARY

[0004] Examples of apparatus, methods, and systems for efficient acquisition and processing of high-resolution panchromatic channels (and/or various combinations of high and low resolution multispectral channels) are disclosed herein. Some such example apparatus, methods, and systems can be used for video capture and panchromatic imaging. Using overlapped two-dimensional staring sensors with multiple redundancies in the panchromatic channel, multi-frame enhancement and panchromatic sharpening techniques can be used in various embodiments to provide high-resolution multispectral images without the costs, complexities, or limitations encountered with other sensor systems. Video can be provided from the panchromatic channel in some such embodiments.

[0005] In one aspect, a sensor for collecting image data for use in a moving imaging system is disclosed. The sensor comprises a spectral sensor configured to capture spectral image data. The spectral sensor can comprise an imaging surface area comprising an imaging
width and a plurality of spectral filters. The spectral filters in aggregate can cover a spectral imaging portion of the imaging surface area of the spectral sensor. Each spectral filter can have a filter width at least substantially the same as the imaging width and a spectral filter height greater than or equal to a minimum filter height. The minimum filter height can equal a rate at which an image of a region of interest appears to move across the spectral sensor due to relative motion of the moving imaging system divided by a rate of frame capture of the spectral sensor. The sensor can comprise a controller configured to capture image data from the panchromatic sensor at a video frame rate and to provide the image data to a real-time video feed. The moving imaging system can be disposed in an overhead imaging platform such as, e.g., an airplane or an earth-orbiting satellite.

[0006] In another aspect, a method of enhancing image data is disclosed. The method can be performed under control of an imaging processing system comprising computing hardware. The method can comprise receiving a sequence of spectral image strips, where each spectral image strip comprises an image of a portion of a region of interest. Each spectral image strip can comprise image data from a spectral range of wavelengths of light. The method can further include registering the sequence of spectral image strips to provide a spectral image of the region of interest. The method can also include receiving a plurality of panchromatic images of the region of interest. Each panchromatic image can comprise image data from a panchromatic range of wavelengths of light that is broader than the spectral range of wavelengths of light. The method can include performing multi-frame enhancement on the plurality of panchromatic images to generate an enhanced panchromatic image having a higher resolution than each of the plurality of panchromatic images. In some aspects, the method can further include generating a panchromatic-sharpened spectral image using at least the enhanced panchromatic image and the spectral image, with the panchromatic-sharpened spectral image having a higher resolution than the spectral image.

[0007] In another aspect, a method of enhancing spectral image data is disclosed. The method can be under control of an imaging processing system comprising computing hardware. The method can include receiving a plurality of successive spectral images of portions of a region of interest, with each spectral image comprising a plurality of spectral image strips. Each spectral image strip can comprise image data from a different range of wavelengths of light. The method can include registering the spectral image strips from each range of wavelengths to create a plurality of reconstructed spectral images and combining the reconstructed spectral images to create a multispectral image. The method can also include converting the multispectral image into a color system comprising a luminance component to
create a converted multispectral image, and replacing the luminance component of the converted multispectral image with a replacement spectral image based on the reconstructed spectral images to generate an enhanced spectral image.

[0008] The foregoing and other aspects will be described with reference to the figures and the following detailed description.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0009] FIG. 1 illustrates an example of a one dimensional line sensor measurement scanned along a track direction, according to one embodiment.

[0010] FIG. 2 illustrates an example of a two dimensional line staring sensor measurement scanned along the track direction, according to one embodiment.

[0011] FIG. 3 illustrates an example filter design for a two-dimensional multispectral staring sensor with spectral filter strips, according to one embodiment.

[0012] FIG. 4A illustrates an example sensor including a two dimensional staring sensor with spectral filter strips and a panchromatic block, according to one embodiment.

[0013] FIG. 4B illustrates an example sensor including a two dimensional staring sensor with spectral filter strips and panchromatic strips, according to one embodiment.

[0014] FIG. 4C shows an example sensor where the red spectral strip is twice the size of the other single spectral strips, according to one embodiment.

[0015] FIG. 4D shows an example sensor including a panchromatic block as well as a red spectral filter strip that is larger than the other spectral strips, according to one embodiment.

[0016] FIGS. 5A and 5B are partial views that illustrate an example of an imaging sequence for capturing, registering, and combining an image using a two dimensional multispectral staring sensor with spectral filter strips, according to one embodiment. FIG. 5 is a view showing the whole imaging sequence formed by the partial views of FIGS. 5A and 5B and indicating the positions of the partial views.

[0017] FIG. 6 illustrates an example of an imaging sequence for capturing an image using a sensor including a multispectral sensor and a panchromatic sensor, according to one embodiment.

[0018] FIG. 7 shows an example of how captured sub-images can be registered and combined to create multispectral images, according to one embodiment.

[0019] FIG. 8 schematically illustrates an example of subpixel misalignment for pixels captured in multiple images for an example area, according to one embodiment.
FIG. 9 shows an example of a sub-frame area that is processed with multi-frame and/or pan sharpening enhancement, while the remainder of the image is not processed with multi-frame and/or pan sharpening, according to one embodiment.

FIG. 10 is a flowchart that illustrates an example of a method for enhancing images using multi-frame enhancement and/or panchromatic sharpening techniques.

FIG. 11 is a flowchart that illustrates an example of a method for panchromatic sharpening of multispectral images.

The figures depict various embodiments of the present disclosure for purposes of illustration only and are not intended to be limiting. Alternative embodiments of the structures and methods illustrated herein may be employed without departing from the principles described herein. Reference will now be made in detail to several embodiments, examples of which are illustrated in the accompanying figures. It is noted that wherever practicable similar or like reference numbers may be used in the figures and may indicate similar or like functionality. Note that the relative dimensions of the figures may not be drawn to scale.

DETAILED DESCRIPTION

Overview

Some overhead imaging systems acquire images by having an imaging platform travel in a path over the region of interest called a track. The path may include one or more straight lines or segments or may be a curved path. The overhead imaging platform may be, for example, a satellite, an airplane, a helicopter, an unmanned aerial vehicle (UAV), a drone, a balloon, etc. The overhead imaging platform can be flown at a height over the region of interest. Image samples can be obtained continuously during the travel of the platform and can be assembled into an output image on the ground via digital processing. Some imaging systems are able to capture multispectral data. These imaging systems collect image samples over multiple spectral channels. There are several existing types of sensors that can be mounted to the imaging system to capture the image samples as the imaging platform travels along the track over the region of interest. These sensors include line scan sensors, time delay integration (TDI) sensors, two-dimensional (2D) staring sensors, color wheel type 2D staring sensors, and color filter array (CFA) sensors.

FIG. 1 illustrates a one-dimensional line sensor measurement scanned along a track direction, according to one embodiment. A line scan sensor can be a sensor having a single row of pixels 103 for each color to be collected. The sensor is positioned in the platform so as to be perpendicular 102 to the track direction 101 thus moving in a linear manner across a scene.
Each row of pixels in an image is exposed in sequence as the sensor moves across the scene, thus creating a complete 2D image 104. An overhead imaging platform that captures images with multispectral (e.g., multiple color) information may use an independent line scan sensor for each spectrum (e.g., color band) to be captured, wherein each line scan sensor is fitted with a different spectral filter (e.g., color filter).

[0026] A TDI sensor is a specific type of line scan sensor system where each spectrum band has several rows of pixels. Each column of pixels corresponds to a single point on the ground. As the sensor moves along the track, each column sweeps over the single point on the ground. Charge captured by the first pixel in the column is moved sequentially from row to row within that column. Thus, charge accumulates from pixel to pixel. The signal for a single point on the ground is read out in the last row of the column. This allows the light signal for each image to be integrated for a longer period of time, thereby improving the signal-to-noise (SNR) ratio for the image. As in the case of the line scan sensor above, an overhead imaging platform that captures images with multispectral information may use an independent TDI sensor for each spectrum to be captured, wherein each TDI sensor is fitted with a different spectral filter.

[0027] There are potential drawbacks to using line sensors or TDI sensors in an overhead imaging platform. In some implementations, these sensors require the imaging platform to be extremely stable and well-controlled during image collection to ensure that the relative motion of the imaged region is perpendicular to the one-dimensional image sensor. Any deviation of the orientation or relative speed of the imaged region during collection may result in irregular image sampling and therefore distortion in the collected images. This concern may be magnified in multispectral systems where stability should be maintained across the multiple line scan or TDI sensors.

[0028] Imaging systems using staring sensors acquire entire 2D frames taken as snapshots while the platform travels along the track as shown in FIG. 2. Staring sensor imaging systems can be designed such that neighboring images contain overlapping measurements of the region of interest. The presence of overlapping regions in the output images allows for later image processing to register neighboring image frames and mosaic the images together to reconstruct an image of the region of interest.

[0029] A color wheel sensor includes a mechanical addition to a 2D staring sensor. The staring sensor is set behind a mechanical wheel that contains a set of several different spectral filters. A region of interest is captured by exposing the staring sensor while rotating the color wheel through each of the spectral filters. By successively aligning the images exposed
with each individual spectral filter, a complete color image of the region of interest can be created when the image is reconstructed during image processing.

[0030] There are potential drawbacks to using filter wheel staring sensors as part of an overhead imaging platform. Filter wheel systems are complex electro-mechanical systems that involve many fast moving parts that require accurate mechanical actuation to ensure that the filters are precisely oriented in front of the staring sensor. Further, precise time synchronicity may be implemented to ensure that the filter is correctly aligned when each successive image is captured. Filter wheel systems are further limited by the rate at which they can capture images, as moving spectral filters in and out of the imaging path takes time. Further, the mechanical nature of the filter wheel requires adding a significant amount of power and mass to the imaging system. Mechanical systems are also prone to failure over time. Combined, these factors increase both the cost and size of an overhead color wheel imaging system.

[0031] A color filter array (CFA), such as a Bayer filter, is the most common methodology for creating color images for consumer photographic digital cameras. An array of filters is placed over the 2D sensor. Each pixel has a different color filter, where the color filters repeat in a pattern similar to a checkerboard. An image is captured in one exposure, and a uniform color image is created using a process called color demosaicing. Color demosaicing is an interpolation process that formulates a full color image by approximating the distinct color value in each individual pixel. The pattern of the filters ensures that colored pixel measurements are co-registered to within a pixel of accuracy.

[0032] There are potential drawbacks to using CFA sensors as part of an overhead imaging platform. The fundamental patterned design of a CFA inherently lowers the resolution of the underlying staring sensor relative to a single spectrum image. If the CFA is used in conjunction with a staring sensor, mitigating this loss in resolution requires higher resolution staring sensors, both of which increase the cost of and power used by the overall system. In addition, while the CFA approach works well for photographic systems having only three color channels, very often the multispectral imaging systems used in overhead imaging system have five or more spectral channels. Incorporating five or more spectral channels into a CFA pattern further lowers the resolution of any output image, and requires irregular filter array patterns. Finally, overhead imaging platform systems used in space applications, unlike consumer photographic imaging systems, may require the use of interference filters to survive in a space environment. Manufacturing an array of interference filters on the scale of a CFA pixel dimension requires significant manufacturing cost.
[0033] Another existing type of sensor that collects multispectral data is a panchromatic channel (or panchromatic sensor). A panchromatic channel can have a broader spectral bandwidth than individual spectral channels. In some implementations, the panchromatic channel has a bandwidth that is as large as two, three, or more (e.g., all) of the spectral channels. Panchromatic channels can offer real-time video presentation and panchromatic sharpening. Panchromatic sharpening (pan-sharpening) is a technique by which the native resolution of a multispectral image is improved by combining it with comparably higher resolution panchromatic imagery. It can be costly to collect multispectral image data at the same resolution as panchromatic image data due to the lower signal-to-noise ratio of the spectral filters present in multispectral image sensors as compared to a panchromatic channel filter. Pan-sharpening can overcome this difficulty by combining higher resolution panchromatic image data with lower resolution multispectral image data. The panchromatic image data is higher resolution relative to the lower resolution of the multispectral image data.

[0034] Traditionally, pan-sharpened images are collected by using separate sensors for the panchromatic image data and the multispectral image data. The different sensors have different-size pixels, allowing multiple resolutions to be simultaneously collected through a single camera system.

[0035] However, using multiple sensors has several inherent disadvantages. Each additional sensor requires an additional suite of supporting electronics. This significantly increases the cost and complexity associated with the imaging system. For example, the additional electronics systems add weight and take space — highly valuable commodities in overhead imaging systems. Additionally, multiple sensor systems require additional power to operate. Finally, precise alignment of the multiple sensors must be achieved and preserved throughout the manufacture, assembly, deployment, and remainder of the lifecycle of the overhead imaging system.

**Configuration Overview**

[0036] Examples of a sensor that includes a fast framing two-dimensional staring sensor with spectral filter strips for multispectral overhead imaging are provided. The sensor may also include a panchromatic sensor arranged in a single block or in multiple strips. The sensor may be used to collect multispectral color image data. If a panchromatic sensor is included, the sensor may also be used to collect panchromatic image data. The panchromatic image data may be used to perform multi-frame enhancement and/or pan-sharpening on reconstructed spectral images to improve their quality. The sensor may be used to provide
images and/or video. The sensor may be formed as a single monolithic (or unitary) sensor rather than as multiple individual sensors, e.g., the imaging portions of the sensor may be formed or mounted on a single, monolithic substrate.

[0037] In some embodiments, spectral filter strips can be disposed relative to the staring sensor, e.g., between the staring sensor and the region of interest to be imaged. The spectral filter strips may be attached to the staring sensor. In one embodiment, there are three or more spectral filter strips. The spectral filters strips can be arranged to cover the surface of the staring sensor, and can be oriented such that the long edges of the strips can be mounted in the imaging system so that they are perpendicular to the direction of travel of the imaging platform. Image processing can be used to reconstruct full multispectral images from the individual sub-images captured through the spectral filter strips.

[0038] The staring sensor and spectral filter strips allow multispectral image data to be collected at a fraction of the cost of traditional multispectral collection systems. The spectral filter strips allow the sensor to leverage the relaxed platform stabilities requirements of a 2D staring sensor with the spatial and temporal resolution of a line scan system. The use of a staring sensor reduces the precision and stability requirements of operating the sensor, at least in part because an entire multispectral image may be acquired in a single snapshot. For example, in some implementations, the image can be acquired in less than about 1 ms (e.g., 0.1 ms in some cases) so that stability requirements are much alleviated over sensors that require longer snapshot times (e.g., up to about 1 s for some sensors used in large satellites). Reducing the precision and/or stability requirements for a sensor may reduce the cost of building the sensor, as less infrastructure is needed to ensure that precision and/or stability is maintained. Small perturbations in the captured images due to changes in the position or speed of the sensor can be corrected for during image processing.

[0039] With the addition of a panchromatic sensor, the sensor can allow for efficient acquisition and processing of high-resolution panchromatic images. By capturing multiple at least partially redundant panchromatic images, multi-frame enhancement, and/or panchromatic sharpening may be performed to improve the quality of captured multispectral images, without the costs, complexities, or limitations encountered with other sensor systems. In some embodiments, the sensor includes a two dimension staring sensor with spectral filter strips, as well as a panchromatic sensor strip that is larger in the direction of travel by a factor than the individual spectral filter strips. The factor may be between one and four in some implementations, although the factor may be larger than four in other implementations.
In one embodiment, multispectral and panchromatic images are captured at a rate that ensures that the relative movement of the sensor (with respect to the region to be imaged) during an image is less than the width of the smallest spectral filter strip, thereby enabling complete capture of the entire region of interest by the portion of the staring sensor associated with each spectral filter strip. The largest filter by size (either spectral or panchromatic depending upon the embodiment) may have redundant coverage for the area imaged. Redundant image captures may be used in multi-frame enhancement and/or panchromatic sharpening.

Thus, examples of apparatus, methods, and systems for efficient acquisition and processing of high-resolution panchromatic channels (and/or various combinations of high and low resolution multispectral channels) are disclosed herein. Some such example apparatus, methods, and systems can be used for video capture and panchromatic imaging. Using overlapped two-dimensional staring sensors with multiple redundancies in the panchromatic channel, multi-frame enhancement and panchromatic sharpening techniques can be used in various embodiments to provide high-resolution multispectral images without the costs, complexities, or limitations encountered with other sensor systems. Video can be provided from the panchromatic channel in some such embodiments.

Examples of Sensor Structure

The sensor makes up part of an imaging system for overhead imaging. The imaging system moves in a direction of travel, while the sensor captures images. The imaging system may be mounted in or on any kind of overhead imaging platform, for example, an aircraft, an airplane, a helicopter, an unmanned aerial vehicle (UAV), a drone, a satellite, and so forth. The path the imaging platform takes during travel may be referred to as a “track” even though the imaging platform may not literally be attached to a guiding mechanism such as a rail. The area captured by the sensor may be referred to as the region of interest.

The sensor can include a two-dimension staring sensor. FIG. 2 illustrates an example of a two dimensional line staring sensor measurement scanned along a track 101, according to one embodiment. A staring sensor 202 can acquire an entire two-dimensional image frame 203 in a single snapshot. Staring sensors can be configured to capture images in rapid succession. In the example embodiment of FIG. 2, an image is captured sequentially through the capture of many different image frames 204, each of which 203 can have some amount of overlap 205 with the image frames before and/or after it. The imaging region of a staring sensor may be thought of as a two-dimensional surface area. Light can be collected and
bundled into individual pixels, whereby the number of pixels relative to the surface area of the image region determines the resolution of the staring sensor. In various embodiments, the staring sensor can comprise a complementary metal-oxide-semiconductor (CMOS) sensor or a charge coupled device (CCD) sensor. The staring sensor can include an array of photodiodes. In some embodiments, the staring sensor includes an active-pixel sensor (APS) comprising an integrated circuit containing an array of pixel sensors. Each pixel sensor can include a photodiode and an active amplifier. For some overhead imaging implementations, the staring sensor (and/or other components of an overhead imaging platform) may be radiation hardened to make it more resistant to damage from ionizing radiation in space.

[0044] Staring sensors 202 can be designed such that neighboring images 204 contain overlapping measurements of the region of interest (e.g., the overlap 205). The presence of overlapping regions in the output images allows for later image processing to register neighboring image frames and to mosaic the images together to reconstruct a more accurate image of the region of interest. By generating a mosaic ("mosaicing") of many separate similar images together, the final reconstructed image captured by a staring sensor can correct for deviations in the motion of the imaging platform from the expected direction of travel 101, including deviations in speed and/or direction.

[0045] FIG. 3 illustrates an example of a filter design for a two-dimensional multispectral staring sensor 202 that includes spectral filter strips, according to one embodiment. In order to capture multispectral information, the sensor 202 includes a block 308 of a plurality of spectral filter strips 305a-305d. In this example the spectral filter strips 305 are shaped in a long, narrow manner (e.g., strips 305a, 305b, 305c, and 305d) spanning the axis or surface area of the staring sensor 202. The spectral filter strips 305 can be disposed relative to the surface of the staring sensor 202 such that the filter strips 305a-305d are disposed between the surface of the sensor and the region of interest to be captured in an image. The region of interest may include, for example, a portion of the surface of the earth that is to be imaged from an overhead platform. Light from the region of interest can pass through the filter strips 305a-305d before being detected by photosensitive elements of the staring sensor. The strips 305a-305d may be formed over or on the staring sensor or may be attached or bonded to the staring sensor. For example, the strips 305a-305d may be bonded to a ceramic carrier or substrate for the staring sensor.

[0046] As shown in FIG. 3, the structure of the staring sensor 202 can be described with reference to two perpendicular axes 306, 307, with the axis 307 in the expected direction of travel 101 of the overhead platform. In this example, the filter strips 305a-305d are oriented
perpendicular to the axis 307 in the direction of travel 101. Each strip 305a-305d can have a longitudinal axis (e.g., axis 306a shown for filter strip 305a) that is oriented perpendicular to the axis 307 in the direction of travel 101 of the overhead platform. As will be further described below, each filter strip can have a height h in the direction 307. In some embodiments, the width of the filter strips along the direction 306 (perpendicular to the direction of motion 101) can be substantially the same as the length of the staring sensor in that direction, such that the filter strips substantially cover the surface of the staring sensor 202.

[0047] In one example embodiment, the sensor comprises at least four spectral filter strips (e.g., red, green blue, infrared). Other embodiments may have different numbers of strips, for example one, two, three, five, six, seven, or more. The spectral filter strips 305 can be shaped roughly as rectangles (e.g., as shown in FIG. 3) or as parallelograms, squares, polygons, or any other suitable shape. In various embodiments, the filter strips cover substantially the entire surface of the staring sensor.

[0048] Each spectral filter strip can be configured to transmit light within a range of wavelengths. For example, a blue spectral filter strip can be configured to transmit wavelengths of light centered around the color blue (e.g., 450-475 nm). Wavelengths of light outside the range transmitted by a filter are blocked, so that light outside the transmitted range is not collected by the pixels of the staring sensor that are “below” the filter strip. The range of wavelengths transmitted by each filter may vary. The range of wavelengths transmitted by a particular filter strip may or may not overlap, at least partially, with the range of wavelengths transmitted by other filter strips, depending upon the embodiment. In addition to red (R), green (G), blue (B), and infrared (IR) filters as illustrated, there are many other possible wavelength ranges that may be transmitted by a spectral filter, for example cyan, yellow, magenta, or orange. Infrared filters can include near, mid, or far infrared filters. Ultraviolet filters can be used. In some implementations, the wavelength ranges (or bandwidths) for the filter strips are selected to cover at least a portion of a desired spectral range, e.g., a visible spectral range, an infrared spectral range, an ultraviolet spectral range, or a combination of such spectral ranges. In some implementations, the spectral range of the filter strips 305a-305d is between about 450 nm to about 900 nm. In some implementations, the filter bandwidths can be less than about 20 nm, less than about 50 nm, less than about 100 nm, less than about 150 nm, less than about 200 nm, or some other range. Additionally, the ordering of spectral filters (as well as placement in relation to a panchromatic sensor, if used) along the direction of relative motion 101 is arbitrary, and as a consequence any order of the filter strips may be used.
In some embodiments, the height $h_{filter}$ of the filter strips along their short edges is between one and four times a minimum filter height. In one embodiment, the minimum filter height is the velocity of the image of a point on the ground as seen on the sensor ($v_{sensor}$) as it moves in the direction of travel 101, divided by the frames per second (or $fps$) at which the staring sensor 202 (and/or the imaging electronics such as controller 320) is capable of capturing images. In some embodiments, the controller 320 may be integrated with the sensor 202, which may simplify packaging and use with an imaging system. The controller 320 can be used or integrated with any of the embodiments of the sensor 202 described herein to electronically control image or video capture by the sensor 202.

The minimum filter height $h_{min}$ can be expressed as the ratio of the overhead speed of the sensor (relative to the imaging region) to the image capture rate: $v_{sensor}/fps$. Filter strips with heights shorter than $h_{min}$ may not provide sufficient overlap of images, which may make registration difficult. Accordingly, in certain embodiments, the height of a spectral filter ($h_{filter}$) in pixels is greater than or equal to the ratio of the relative rate the image moves across the sensor ($v_{sensor}$) in pixels per second, which can be converted into a distance by calculating the size of a pixel and the frame rate ($fps$):

$$h_{filter} \geq \frac{v_{sensor}}{fps}.$$  \hspace{1cm} (1)

In one example configuration, a minimum filter height ensures that the sensor is able to capture a clear image. The size and layout of the spectral filters 305a-305d are configured to take into account the relative velocity of sensor as it moves along the track direction 101 versus the rate at which the staring sensor 202 can capture images. Filter strips having a height greater than the minimum height $h_{min}$ (given by the right hand side of Equation (1)) helps to provide an adequate overlap between successively captured images of a region of interest that the image can be reconstructed. Adequate overlap between successively captured images includes general overlap between successive images of a region of interest independent of spectral filters. In an embodiment where the spectral filter heights are near the minimum height, one measurement, or image frame, is captured for a region of interest per spectral filter. For example, if there are 4 spectral filters, there will be at least 4 image frames capturing a region of interest, each one capturing light that has passed through a different spectral filter.

The minimum filter height may, in some cases, be a minimum that is feasible with the sensor. In one embodiment, the filter heights can be larger in order to capture more than one measurement per spectral filter for a region of interest. In this embodiment, adequate
overlap includes overlap between successive frames captured for a region of interest, where a region of interest is captured by the sensor multiple times with the same spectral filter. In one implementation, the filter height $h_{\text{filter}}$ is about 1.25 times the minimum filter height. Other filter heights can be used. For example, the ratio of the filter height to the minimum filter height may be in a range from about 1.0 to 1.2, 1.0 to 1.5, 1.0 to 2.0, 1.5 to 2.5, or some other range.

[0053] There is no upper bound on the spectral filter height 307 (other than approximately the physical size of the staring sensor). However, filter heights 307 that are larger than four times the minimum filter height may be undesirable in some implementations due to unnecessary redundancy in the captured image data. For example, in an overhead imaging application, too much redundancy can lead to a large amount of imaging information to transmit to a ground station for processing. Due to the limited transmission bandwidth of some satellites, it may be undesirable to try to transmit too large an amount of imaging information. Accordingly, in some overhead imaging implementations, the filter height $h_{\text{filter}}$ may be between about one and four times the minimum height.

[0054] The number of filters ($N_{\text{filter}}$) that can be disposed on the sensor 202 is the ratio of the height 310 of the sensor ($h_{\text{sensor}}$) to the height 307 of the filter ($h_{\text{filter}}$):

$$N_{\text{filter}} = \frac{h_{\text{sensor}}}{h_{\text{filter}}}.$$  \hspace{1cm} (2)

Although FIG. 3 illustrates the sensor 202 having filter strips 305a-305d that each have the same height 307, this is for purposes of illustration and is not intended to be limiting. In other implementations, the heights of some or all of the filter strips can be different from each other.

[0055] In addition to a two dimensional staring sensor, the sensor optionally may also include a panchromatic block for capturing panchromatic image data in addition to the multispectral image data captured via the filter strips 305a-305d of the staring sensor. The panchromatic block can be sensitive to a wide bandwidth of light as compared to the bandwidth of light transmitted by one or more of the spectral filter strips. For example, the panchromatic block may have a bandwidth that substantially covers at least a substantial portion of the combined bandwidths of the spectral filter strips. In various embodiments, the bandwidth of the panchromatic block may be greater than about 50 nm, greater than about 100 nm, greater than about 250 nm, or greater than about 500 nm. In one implementation, the bandwidth of the panchromatic block is between about 450 nm and about 900 nm. In various implementations, the bandwidth of the panchromatic block can be greater than about two, greater than about three, greater than about four, or greater than about five times the bandwidth of a spectral filter strip.
FIG. 4A illustrates an example sensor including a two dimensional staring sensor 202 with spectral filter strips 505a-505d and a panchromatic block 505efgh, according to one embodiment. In the example of FIG. 4A, the panchromatic block (505efgh) is the same width (perpendicular to direction of relative motion 508) as each individual spectral filter strip (e.g., infrared 505a, blue 505b, green 505c, red 505d), but is four times the height 507 (parallel to the direction of motion 101) of any of the individual spectral filter strips 505a-505d. The height of the panchromatic block relative to the height of the spectral filter strips may vary in various implementations. Width and height may be determined based on the direction of relative motion 101 of the overhead platform, where height is parallel to the direction of relative motion 101, and width is perpendicular to the direction of relative motion 101.

In one embodiment, the panchromatic block captures image data at the same resolution as the two dimensional multispectral sensor(s) and filter strips. For example, the panchromatic sensor and the multispectral sensors both may have the same number of pixels and/or size of pixels. In one embodiment, in an overhead imaging application such as an imaging satellite, the resolutions of the multispectral sensors are such that each pixel of the multispectral sensor and panchromatic sensor is able to capture approximately a 1 square meter area on the earth in a single pixel.

FIG. 4A depicts gaps 510 between the spectral filter strips and panchromatic strips, however these gaps may be larger or smaller than depicted, or not included at all depending upon the embodiment of the sensor. The total height 506 of this embodiment of the staring sensor 202 is the sum of the heights of the panchromatic block 505efgh, the spectral strips 505a-505d, and the gaps 510 (if included).

In some embodiments (e.g., FIG. 4A), the panchromatic block 505efgh includes a single panchromatic filter. In other embodiments such as shown in FIG. 4B, the sensor can include a two dimensional multispectral staring sensor with spectral filter strips 505a-505d and a plurality of panchromatic strips 505e-505h. In contrast to the panchromatic block of FIG. 4A, in the example of FIG. 4B panchromatic image data is captured using the plurality of panchromatic strips 505e-505h. The panchromatic image data from multiple panchromatic strips can be combined in a mosaicing process to create full panchromatic images.

One or more of the spectral filter strips on the sensor may be enlarged in height relative to the other strips to facilitate multi-frame enhancement during image processing. FIG. 4C shows an example sensor having spectral strips 905a-905d, in which the red spectral filter strip 905d has a height that is twice the height 907 of the other strips 905a-905c. A consequence of enlarging one of the strips (e.g., the red strip) is that the captured spectral image
data will have captured additional image frames for a given region of interest for use in a multi-frame enhancement processing. One or more of the spectral strips may be enlarged to different sizes relative to one another, regardless of whether or not a panchromatic sensor is present. The total height 906 of this embodiment of the staring sensor 202 is the sum of the heights of the spectral strips 905a-905d, and any gaps (if included).

[0061] FIG. 4D shows an example sensor including a panchromatic block 1005e as well as a spectral filter strip 1005d that is larger than the other spectral strips, according to one embodiment. Although the strip 1005d is shown as red, the color passed by the strip 1005d could be a different color than red (e.g., green or blue) in other embodiments. FIG. 4D shows the panchromatic block 1005e four times the height 1007 of the smallest spectral strip (green, blue, or infrared strips 1005c, 1005b, 1005a, respectively, in this example), and a red spectral strip 1005d two times the height 1007 of the smallest spectral strip. In other embodiments, the relative heights of the spectral filter strips and/or the panchromatic strip(s) can be different from each other and different than shown in the examples illustrated in FIGS. 3 and 4A-4D. In other embodiments, a spectral strip additional or different from the red spectral strip 1005d can have a greater height as compared to the other spectral strips (e.g., the green strip 1005c could have the largest height of the spectral strips 1005a-1005d). The total height 1006 of this embodiment of the staring sensor 202 is the sum of the heights of the panchromatic block 1005e, the spectral strips 1005a-1005d, and any gaps (if included).

[0062] In some implementations, all portions of the spectral sensor(s) and panchromatic sensor(s) imaging areas may have the same pixel size, pixel shape, pixel grid or array placement, and/or pixel density. However, in some cases individual portions of the sensors may have differing pixel sizes, shapes, grid or array placements, and/or densities. As long as the individual pixel size, shape, grid, array, and/or density is known, full images can be reconstructed and image processing can be performed. In some implementations, the pixel size, shape, grid or array, and/or pixel density may be different for different portions of the staring sensor. For example, in one implementation, the pixel density is greater for the panchromatic strip(s) than for the spectral strip(s) so that the image spatial resolution of the panchromatic strip(s) is greater than the image spatial resolution of the spectral strip(s).

[0063] In both the panchromatic block example and the panchromatic strip example, the images captured overlap in that sequential frames will often capture much of the same image. The amount of overlap depends on the size capture area of the panchromatic portion of the sensor, the distance between the imaging platform and the captured target, and the speed of the imaging platform.
In some embodiments, the sensor includes a single (e.g., monolithic) two-
dimensional staring sensor, where different portions of the sensor capture different data based on
the spectral filters and/or panchromatic filters. Using a single staring sensor can reduce sensor
cost, simplify the manufacture of the sensor, may be easier to implement, and may carry other lifecycle advantages. In other embodiments, multiple staring sensors can be used. For example,
the panchromatic strip(s) can be disposed over a first photosensor, and the spectral filter strip(s)
can be disposed over a second photosensor. In other implementations, a different photosensor is
used for each spectral or panchromatic strip. The different photosensors can, in some cases,
have different pixel arrangements. In other embodiments, the staring sensor may be replaced by
other types of spectral sensors such as line scanners (including TDI), color wheels, and CFA
sensors. In each of these embodiments, the sensor comprises a spectral sensor (e.g., a line scanner), and a panchromatic sensor. Many variations are possible.

The panchromatic portion of the sensor (or panchromatic sensor) can capture
images at a relatively high frame rate. As a result, the panchromatic image data captured by the
panchromatic block may be used as a panchromatic (e.g., grayscale) video feed with little or no
additional processing used. In some implementations, the video can be provided at rates of a
few (e.g., about 5) frames per second to about 30 to 50 frames per second. In other
implementations, the images captured by the spectral channels (e.g., R, G, B, and IR) can also
be provided as one or more spectral video feeds. In some implementations, images from two or
more spectral channels can be combined to provide a color video feed (e.g., by combining R, G,
and B channels to generate full color video). Further processing may be performed on the
panchromatic image data in conjunction with the multispectral image data from the two
dimensional staring sensor to create multi-frame enhanced and/or panchromatic-sharpened
versions of the captured images. Multiple enhanced and/or sharpened images (panchromatic,
spectral, and/or multispectral) can be provided as video or a video stream. In some
implementations, at least some of the post-processing of the images from the panchromatic
and/or spectral channels is performed on the ground (rather than on the overhead platform) to
generate video. The images and/or video may be provided to users (e.g., via download over a
network).

Embodiments of the sensor described herein may be used in a number of
applications. The sensor may be used as part of an earth-observation imaging system mounted
on, for example, an aircraft or satellite. The satellite may be a large or small or a microsatellite
or a nanosatellite.
Microsatellite is a broad term and is to be given its ordinary and customary meaning to a person of ordinary skill in the art (e.g., it is not to be limited to a special or customized meaning), and includes, without limitation, satellites with a mass less than or equal to about 500 kg and/or physical dimensions less than or equal to about 125 cm x 125 cm x 175 cm, or satellites that launch as a secondary payload on a launch vehicle. Microsatellites generally refer to satellites that launch as a secondary payload on a launch vehicle. Microsatellites may be placed in low earth orbit by the launch vehicle (e.g., 1000 km from the surface of the earth). Microsatellites can also be differentiated from larger satellites according to their weight or size. For example, microsatellites may be classified on the basis that their total weight, e.g., on the order of less than 500 kilograms (kg). In another example, microsatellites may be classified on the basis of their size in volume, e.g., on the order of less than 125 centimeters (cm) by 125 cm by 175 cm in volume.

According to some conventions, satellites having a mass less than or equal to about 500 kg are classified as small satellites with further divisions being made based on their mass. For example, in one classification system, small satellites are deemed minisatellites when they have a mass between about 100 kg and 500 kg, microsatellites when they have a mass between about 10 kg and 100 kg, nanosatellites when they have a mass between about 1 kg and 10 kg, picosatellites when they have a mass between about 0.1 kg and 1 kg, and femtosatellites when they have a mass less than or equal to about 100 g. However, any reference to microsatellite, minisatellite, or small satellite in this disclosure should be understood to mean the general class of satellites having a mass less than or equal to about 500 kg and/or physical dimensions less than or equal to about 125 cm x 125 cm x 175 cm; and not to the more specific classification of satellites identified herein or other similar classification schemes.

Some microsatellites may conform to ESPA standards. ESPA stands for EELV Secondary Payload Adapter, and EELV stands for Evolved Expendable Launch Vehicle, which include, for example, Atlas V and Delta IV launch vehicles. ESPA specifications have been adopted by many in the microsatellite industry as a guideline for determining acceptable microsatellite mass and/or volume for inclusion in launch vehicles. ESPA standards recite a mass envelope of less than or equal to about 180 kg and a volume envelope less than 90 cm x 70 cm x 60 cm. A microsatellite conforming to these specifications would be suitable for inclusion in a launch vehicle employing an EELV secondary payload adapter. The ESPA standard provides non-limiting examples of envelopes for what constitutes a microsatellite; however, microsatellites configured according to other standards may be suitable for other launch vehicles.
Embodiments of the sensor may be used in a moving vehicle (e.g., a moving automobile) used to capture panoramic views from various positions as the vehicle moves around an area or location. The captured views can be used with a terrestrial mapping or navigation application.

Embodiments of the sensor may also be used for astronomical observation from a fixed ground-based imaging system. The sensor may be used as part of a fixed imaging system observing regular moving objects, for example an assembly line inspection system. The sensor may also be used as part of a fixed imaging system observing irregular moving objects, for example race cars at the finish line of a race (e.g., to provide information for “photo-finishes”).

Examples of Image Capture and Processing

The sensor embodiments described above with reference to FIGS. 3-4D advantageously can be used to capture multiple images of a region of interest in spectral and/or panchromatic bands. The images can be processed to reconstruct a full multispectral image of the region. The images can be processed to provide video of the region of interest. In various embodiments, the processing can include one or more of: registration of images, multi-frame enhancement of the images, and/or panchromatic sharpening of the images. A possible advantage of certain embodiments of the sensors disclosed herein is that the layout of the sensor (e.g., multiple spectral strips and a larger panchromatic strip) can enable use of these processing techniques (e.g., registration, multi-frame enhancement, and/or pan-sharpening) to provide enhanced resolution multi-spectral images.

Once images are captured, processing can be performed to reconstruct full multispectral images from the partial images captured through each spectral strip filter covering the multispectral sensor and the panchromatic strip(s), if used. Generally, a sub-image captured by a portion of the multispectral sensor will only have relatively minimal overlap between successive frames. This is typically the case where the spectral filters are near the minimum height, \( h_{\text{min}} \). Processing allows reconstruction of full multispectral images despite limited overlap between successive frames. The processing can be performed by any suitable hardware processing system. For example, in some overhead implementations, the imaging data acquired by the sensor is transmitted to a receiving station on the ground. The imaging data can be stored (at the ground station or elsewhere), and the imaging data can be processed by a hardware computing system that implements one or more of the methods described herein. In other implementations, some or all of the processing of the imaging data can be performed by a...
hardware computing system prior to transmission of the data to the ground receiving station (e.g., a computing system on the overhead platform).

[0074] In one embodiment, each image frame includes a number of color channel sub-images each captured through a different spectral strip filter. The image data is a measure of the amount of light captured by each pixel in each image. The process of registration, otherwise referred to as “mosaicing”, links successive image frames together to form a final reconstructed image. Registration can be based at least in part on the correlation of the image data between the multispectral sub-images and/or the overlap between successive sub-images.

[0075] As each multispectral sub-image captures light of different wavelengths, there will generally not be exact correlation in the image data between sub-images of different color channels. However, in many applications, the image data correlates sufficiently between different sub-image color channels to allow cross-color registration between successive image frames of different color channels. This may be possible because spectral filters (e.g., spectral filters 305a-305d, 505a-505d, 905a-905d, 1005a-1005d) typically transmit light within a sufficiently large bandwidth range (e.g., about 50 nm in some implementations) that features in the imaging region appear in some or all of the individual spectral images (as well as the larger bandwidth panchromatic channel, if used). Additionally, for overhead imaging applications, the reflectance spectra of most natural and man-made surface features is strongly correlated, and therefore such features can be detected in some or all of the spectral channels (as well as the panchromatic channel, if used).

[0076] For example, a pattern in the image data between pixels that is present in successive image frames may be used to register two frames relative to one another. The pattern may be present in a first sub-image for a first color channel, and a second sub-image of a second color channel. The pattern may also be present in a first sub-image for a first color channel, and again in a second sub-image of the first color channel which at least partially overlaps with the first sub-image in the portion of the image that the pattern is located.

[0077] FIG. 5 illustrates an example of an imaging sequence for capturing, registering, and combining an image using a two dimensional multispectral staring sensor with spectral filter strips. As described herein, the sensor 202 moves along the track direction 101, and thus moves relative to a region of interest to be imaged. The sensor captures images successively at a frame rate (frames per second or fps). As the sensor moves and captures image frames, every point in a region of interest is captured at least once by each spectral filter (and/or panchromatic filter). The sensor movement may or may not be aligned with the motion of a moving overhead platform.
In the example embodiment of FIG. 5, images 409a-409h demonstrate a sequence of eight successive frames captured by a sensor scanning over a region of interest. In this example, the sensor used for the imaging is the staring sensor 202 shown in FIG. 3, having spectral filter strips 305a-305d (denoted as filter strips A-D, respectively). In this example, a panchromatic channel is not used. In the example of FIG. 5, the sensor captures an image of a region of interest after eight frame captures, denoted as capture times (CT) 1-8. The individual sensor captures are denoted by a capital letter for the filter strip (from A to D) followed by a number for the capture time. For example, sensor capture D3 in image CT3 represents the capture by the spectral strip D, 305d, in the third capture time.

After collection, all of the images can be co-registered as described above. The co-registered image is represented as image 410i. Once co-registration is completed, a separate reconstructed spectral image can be created for each color (spectral) band. The reconstructed spectral images are represented by images 411j-411m. The reconstructed color band images can be combined to create a multispectral image, represented by image 412n. In some implementations, full color images are generated using only the sub-images from spectral bands B, C, and D (e.g., blue, green, and red).

In cases where the staring sensor includes a panchromatic sensor in addition to the multispectral sensor, captured panchromatic image data may be used to enhance the quality of a multispectral image. FIG. 6 illustrates an example of an imaging sequence for capturing an image using a sensor that includes a multispectral staring sensor and a panchromatic sensor. The example image sequence of FIG. 6 may be captured using the sensor depicted in FIG. 4B, where the sensor includes four spectral strips 505a-505d and four panchromatic strips 505e-505h. In the example of FIG. 6, the sensor captures an image of a region of interest after eleven frame captures, denoted as capture times (CT) 1-11, labeled as 609a-k. The individual sensor captures are denoted by a capital letter for the filter strip (from A to H) followed by a number for the capture time. For example, sensor capture A9 in image CT9, 609i, represents the capture by the spectral strip A, 505a, in the ninth capture time. The terms “Pan” and “Mono” are used in FIG. 6 to indicate that a strip first entering the region of interest is a panchromatic or a color (monochromatic) channel, respectively. In one embodiment, capture in time can be synchronized with the rate and direction of travel.

FIG. 7 shows an example of how captured sub-images can be registered and combined to create multispectral images. In the example of FIG. 7, eight images are reconstructed from the captured sub-images. Four of the reconstructed images are spectral images, Red 711d, Green 711c, Blue 711b, and Infrared 711a. Each spectral image includes...
image data from a different range of wavelengths in this example (e.g., red, green, blue, and infrared wavelengths). The other four images are panchromatic images, labeled Pan 711e-Pan 711h. The panchromatic images are substantially redundant. All of the images span the area of imaging 712 in this example.

[0082] The panchromatic images can be generated differently than shown in FIG. 7. For example, the panchromatic image 711h is shown as generated from the sensor captures H1, H2, H3, and H4. In other embodiments, a panchromatic image could be generated from a different group of frame captures, as long as the group covers the region of interest. For example, a panchromatic image could be generated from captures E4, F4, G4, and H4, or from H1, E5, F5, and G5. In other implementations, this technique can be applied to redundant spectral images that cover a region of interest.

[0083] For implementations of the sensor where the panchromatic images (e.g., images 711e-711h) are aligned, multi-frame enhancement processing may be performed to integrate the pixels from the various panchromatic images to form an integrated aligned panchromatic image. Integrating multiple aligned panchromatic images can result in a better signal to noise ratio for the pixels of integrated aligned panchromatic image.

[0084] For implementations of the sensor where the panchromatic images are not perfectly aligned, multi-frame enhancement may be performed using the panchromatic images to enhance the reconstructed image. Multi-frame enhancement is also referred to as super resolution. Multi-frame enhancement takes advantage of the fact that slight misalignment between pixels from different panchromatic images causes the obtained panchromatic images to be slightly offset from one another. The misalignment can be a sub-pixel misalignment, meaning that pixels from one image cannot simply be mapped to another pixel in another image. Instead, due to the sub-pixel misalignment, different images will capture an area to be imaged slightly differently, with the difference appearing in the light captured in each pixel by each image. Thus, multiple images of the same area provide additional data which may be used in multi frame enhancement to improve the quality of the multispectral images.

[0085] FIG. 8 schematically illustrates an example of subpixel misalignment for pixels captured in multiple images for an example area, according to one embodiment. In the example of FIG. 8, four panchromatic images 801e-801h are aligned on a grid. The individual pixels are labeled according to the letter of the image they correspond to, for example, pixels from image 801e are labeled with an “e”. The misalignment between images subpixels is visible in the form of the difference of location between the pixels from different images (e.g., the letters “e”, “f”, “g”, and “h” do not lie on top of each other). Subpixel misalignment may be due
to randomness in the sensor or another part of the image capture system the sensor is a part of. The noise in an image capture system mounted on an airplane or satellite will generally have randomness not only in the direction of relative motion 101, but also in the orthogonal direction. Subpixel misalignment may also be due to other sources.

[0086] Multi-frame enhancement can improve both spatial and pixel fidelity in some cases. Multi-frame enhancement fuses multiple images to produce a higher-resolution enhanced image. Multi-frame enhancement can be applied to multiple panchromatic images such as the redundant panchromatic images 711c-711h shown in FIG. 7. Multi-frame enhancement makes use of subpixel misalignment in the captured panchromatic images to create an enhanced panchromatic image. The enhanced panchromatic image has a higher resolution than the original panchromatic images, and some or all of the aliasing effects present in the original panchromatic images will have been removed in the enhanced panchromatic image. In overhead imaging applications, multi-frame enhancement allows the reconstruction of a panchromatic image with resolvable ground sample distances (GSD) up to the diffraction limit of the optical imaging system. For example, acquiring 5 or more panchromatic images for use in multi-frame enhancement can allow for up to two times (2x) the spatial resolution in both the horizontal and the vertical dimensions relative to the spatial resolution of the originally captured panchromatic images. In some overhead implementations, using about 4, 5, or 6 panchromatic images for the multi-frame enhancement is beneficial because it provides an adequate increase in image resolution without excessively burdening the download data transfer.

[0087] In various implementations, embodiments of the methods described in “Advances and Challenges in Super-Resolution,” by Sina Farsiu et al., International Journal of Imaging Systems and Technology, pp. 47-57, vol. 14, 2004 (hereinafter, the “Farsiu Paper”) can be used for multi-frame enhancement. The Farsiu Paper is incorporated by reference herein in its entirety so as to form a part of this specification.

[0088] Enhanced panchromatic images may be used to enhance multispectral images. For example, one or more of the spectral images (or a multispectral image) can be sharpened by using information from the higher resolution multi-frame enhanced panchromatic image. In some implementations, the multi-frame enhanced panchromatic image can be thought of as an input to the pan-sharpening process for increasing the resolution of the images from the spectral filters (or a multi-spectral image). For example, the spectral images can be sharpened by injecting details taken from the higher-resolution multi-frame enhanced panchromatic image.

[0089] In some implementations, pan-sharpening can be applied using a data-centric color space wherein the color space conversion of the captured multispectral image frames best
matches the panchromatic image frame prior to replacement with that panchromatic image frame. In some applications, the pan-sharpening process can be integrated with the multi-frame enhancement process whereby the method combines both the multiple panchromatic image frames and the multispectral image frames and estimates a higher resolution and quality pan-sharpened image.

[0090] In one embodiment, panchromatic enhancement includes converting the multispectral image from its original color system (e.g., RGB) into a luminance, hue, and saturation color system such as HSV, HSL, YCrCb, or YUV, for example. Alternatively, the reconstructed spectral image may be converted into an opponent color system such as International Commission on Illumination (CIE) XYZ, Lab (CIELAB), or Luv (CIELUV), for example. The resulting converted image can be up-sampled to the same resolution as the enhanced panchromatic image. Upsampling may be performed through methods such as replication, b-spline, or bi-cubic interpolation. After upsampling, the luminance data of the image (or its equivalent, depending upon the color system the image was converted to) can be replaced with the enhanced panchromatic image to form an enhanced multispectral image. After enhancement the color conversion process may be reversed to recover individual spectral images from the enhanced multispectral images.

[0091] Multispectral images may be processed using panchromatic sharpening (pan-sharpening). Pan-sharpening can be applied where the multispectral image has been converted to a color space where the luminance (or similar) component of the image substantially correlates with a panchromatic image or an enhanced panchromatic image. Pan sharpening can be used to combine the luminance component of the multispectral image with multiple panchromatic images to create a higher resolution pan-sharpened image.

[0092] In various implementations, embodiments of the methods described in “Pan-Sharpening of Multispectral Images: A Critical Review and Comparision,” by Andrea Garzelli et al., Proc. of IEEE International Geoscience and Remote Sensing Symposium (IGARSS ’04), 2004, (hereinafter, the “Garzelli Paper”) can be used for panchromatic sharpening. The Garzelli Paper is incorporated by reference herein in its entirety so as to form a part of this specification.

[0093] Depending upon the design of the sensor, some spectral filter strips may be larger than others, for example, as illustrated with respect to FIGS. 4C and 4D above. The larger spectral strips may alter the process of multi-frame enhancement in some implementations. The unenlarged sub-images (e.g., green, blue and IR in FIG. 4C) can be up-sampled to the resolution of the enlarged (e.g., red in FIG. 4C) sub-image. The sub-images are registered to create reconstructed spectral images. Similarly to the embodiment of the sensor including a
panchromatic sensor, the reconstructed spectral images corresponding to the enlarged spectral filter strip can be based on multiple overlapping captures of the region of interest through the enlarged spectral filter strip. Multi-frame enhancement may be performed on these multiple overlapping spectral images captured through the enlarged strip to create an enhanced spectral image. Accordingly, multi-frame enhancement techniques can be applied to multiple panchromatic images and/or multiple spectral images captured using an enlarged spectral strip.

[0094] Similarly as described above, the reconstructed spectral images can be combined into a multispectral image that is converted into another color space. However, in this case the luminance data is not replaced by the enhanced panchromatic image. In one embodiment, no modification is made to the luminance data. In another embodiment, the luminance data is replaced by one of the several overlapping spectral images. In yet another embodiment, the luminance data is replaced with the enhanced spectral image. In one embodiment, the enhanced spectral image is the green spectral image. Replacing the luminance data with the enhanced green spectral image may be advantageous, because the green spectral image corresponds to the channel in the human visual system with the widest frequency response.

[0095] In one embodiment, rather than performing multi-frame enhancement on the combined multispectral image, multi-frame enhancement is instead performed on a single reconstructed spectral image. For example, the blue spectral image may be altered with multi-frame enhancement not only to increase spatial fidelity (e.g., resolution), but also to integrate more light into the blue spectral image. Typically, the blue channel is the darkest of the color channels, and thus the addition of light can improve image quality. Multi-frame enhancement may be performed on any spectral image, for example, the red, green, or infrared images.

[0096] Multi-frame enhancement and pan sharpening may be combined to reduce the overall computation, memory access, and workspace memory required to process images. This may be accomplished, for example, by processing the panchromatic and spectral images separately for each band. By processing bands rather than full images, the processing and memory requirements of processing are reduced. In this embodiment, registration is performed near the end of image processing rather than near the beginning. Additionally, certain mathematical methods can be combined to reduce the number of computational cycles required.

[0097] Multi-frame enhancement and/or pan sharpening may be applied to only a portion (e.g., a sub-frame area) of an image. FIG. 9 shows an example of a sub-frame area 1102 that is processed with multi-frame and/or pan-sharpening enhancement, while the remainder of the image (or area of imaging) 1101 is not processed, according to one embodiment. These sub-
image areas may be referred to as regions-of-interest (ROI). The decision to perform enhancement on the entire image or just a sub-image area, as well as the selection of the sub-image area may be determined, for example, by the needs of the user.

[0098] FIG. 10 is a flowchart that illustrates an example of a method 1200 for enhancing images using multi-frame enhancement and/or panchromatic sharpening. The images can be acquired using any of the embodiments of the sensor 202 described herein. The method 1200 can be applied to entire images or to a sub-frame area 1102 of the image. The method 1200 may be performed by an image processing computer system comprising computer hardware on images containing thousands (or more) pixels. In some implementations, the images are acquired by an overhead imaging system and transmitted to the ground (e.g., via a radio-frequency (RF) communications link), and the method 1200 is performed by a ground-based image processing system.

[0099] At block 1210 of the example method 1200, multiple panchromatic images of an ROI are accessed (e.g., from a datastore). In various embodiments, 2, 3, 4, 5, 6, or more panchromatic images are accessed. At block 1220, multi-frame enhancement techniques (e.g., super resolution) are used to generate a multi-frame enhanced panchromatic image based at least in part on the multiple panchromatic images. The enhanced panchromatic image can have a resolution greater than the individual panchromatic images. For example, in some implementations 4 to 6 panchromatic images are accessed to generate an enhanced panchromatic image with a resolution up to the diffraction limit of the optical imaging system used to acquire the individual panchromatic images. The enhanced panchromatic image can be stored in a suitable datastore or otherwise provided to a user. Accordingly, in some embodiments, an enhanced panchromatic image can be provided that has a spatial resolution greater than the spatial resolution of the panchromatic channel of the sensor 202. Although the method 1200 illustrates multi-frame enhancement for panchromatic images, the method 1200 may be applied to spectral or multi-spectral images to generate enhanced (e.g., super-resolved) spectral or multispectral images.

[0100] In some implementations, the method 1200 further continues at blocks 1230 and 1240 to pan-sharpen spectral (or multispectral) images. At block 1230, one or more spectral images is accessed (e.g., from a datastore). The spectral images can correspond to particular color bandwidths (e.g., R, G, B, IR) and may be acquired from embodiments of the sensor 202 described herein. As described herein, the spectral image typically will have a spatial resolution (in at least one direction) that is lower than the spatial resolution of the enhanced panchromatic image. At block 1240, a pan-sharpened spectral (or multispectral) image is generated based at
least in part on the multi-frame enhanced panchromatic image generated at block 1220. For example, the spectral images can be sharpened by injecting details taken from the higher-resolution multi-frame enhanced panchromatic image. Accordingly, in some embodiments, a pan-sharpened spectral or multispectral (e.g., color) image can be provided that has a spatial resolution greater than the spatial resolution of spectral (and/or panchromatic) channels of the sensor 202.

[0101] FIG. 11 is a flowchart that illustrates an example of a method 1300 for panchromatic sharpening of multispectral images. The images can be acquired using any of the embodiments of the sensor 202 described herein. The method 1300 can be applied to entire images or to a sub-frame area 1102 of the image. The method 1300 may be performed by an image processing computer system comprising computer hardware on images containing thousands (or more) pixels. In some implementations, the images are acquired by an overhead imaging system and transmitted to the ground (e.g., via a radio-frequency (RF) communications link), and the method 1300 is performed by a ground-based image processing system.

[0102] At block 1310 of the example method 1300, a multispectral image is converted from its original color space (e.g., the color space of the sensor that acquires the multispectral image data) into a pan color space associated with the panchromatic image used for the pan-sharpening. The panchromatic image can be a higher resolution pan image or a multi-frame enhanced pan image. The pan color space can be, for example, a luminance, hue, and saturation color system such as HSV, HSL, YCrCb, or YUV, or a CIE color space such as CIEXYZ, CIELAB, or CIELUV. The pan color space can be a good match to the color space of the panchromatic image used for the sharpening. For example, in some embodiments, the pan color space is such that the luminance (or similar) component of the multispectral image substantially correlates with the panchromatic image used for pan-sharpening. Block 1310 is optional and color conversion is not used in certain embodiments (block 1340 is also not used in such embodiments).

[0103] At block 1320, the color-space converted multispectral image is upscaled in spatial resolution to match the higher spatial resolution panchromatic image. At block 1330, a pan-sharpening technique can be applied to sharpen the multispectral image. For example, as described herein, luminance data of the multispectral image can be replaced with the panchromatic image to form an enhanced multispectral image. At block 1340, the enhanced multispectral image can be converted back into the original color space of the multispectral image (if desired).
[0104] Although the example method 1300 has been described with reference to
multispectral and panchromatic images, this is for purpose of illustration and not limitation. In
other embodiments, the method 1300 can be used to pan-sharpen spectral images using a higher
resolution spectral image. For example, the embodiment of the sensor 202 shown in FIGS. 4C
and 4D has a spectral channel (in this case, red) that is twice the height of the other spectral
channels (blue, green, and IR) and can be used to generate multiple spectral images that can be
multi-frame enhanced and used for pan-sharpening the other spectral channels.

Additional Considerations

[0105] Each of the processes, methods, and algorithms described in the preceding
sections may be embodied in, and fully or partially automated by, code modules executed by one
or more computers, computer systems, computer processors, machines, or hardware configured
to execute computer instructions. The code modules may be stored on any type of non-
transitory computer-readable medium or hardware computer storage device, such as hard drives,
solid state memory, RAM, ROM, optical disc, and/or the like. The systems and modules may
also be transmitted as generated data signals (e.g., as part of a carrier wave or other analog or
digital propagated signal) on a variety of computer-readable transmission mediums, including
wireless-based and wired/cable-based mediums, and may take a variety of forms (e.g., as part of
a single or multiplexed analog signal, or as multiple discrete digital packets or frames). The
methods, processes, and algorithms may be implemented partially or wholly in application-
specific circuitry, special purpose hardware, or a general purpose hardware computer system
programmed to perform the methods, processes, or algorithms pursuant to instructions from
program software. The results of the disclosed processes and process steps may be stored,
persistently or otherwise, in any type of non-transitory, tangible computer storage such as, e.g.,
volatile or non-volatile storage.

[0106] The various features and processes described above may be used
independently of one another, or may be combined in various ways. All possible combinations
and subcombinations are intended to fall within the scope of this disclosure. Nothing in the
foregoing description is intended to imply that any particular feature, element, characteristic,
step, module, method, process, or block is necessary or indispensable. In addition, certain
features, elements, characteristics, methods, processes, modules, steps, or blocks, may be
omitted in some implementations. The methods and processes described herein are also not
limited to any particular sequence, and the blocks or states relating thereto can be performed in
other sequences that are appropriate. The example systems and components described herein
may be configured differently than described. For example, elements may be added to, removed from, or rearranged compared to the disclosed example embodiments.

[0107] As used herein any reference to “one embodiment” or “an embodiment” means that a particular element, feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. The appearances of the phrase “in one embodiment” in various places in the specification are not necessarily all referring to the same embodiment.

[0108] As used herein, the terms “comprises,” “comprising,” “includes,” “including,” “has,” “having” or any other variation thereof, are intended to cover open-ended, non-exclusive inclusion. For example, a process, method, article, or apparatus that comprises a list of elements is not necessarily limited to only those elements but may include other elements not expressly listed or inherent to such process, method, article, or apparatus. Further, unless expressly stated to the contrary, “or” refers to an inclusive or and not to an exclusive or. For example, a condition A or B is satisfied by any one of the following: A is true (or present) and B is false (or not present), A is false (or not present) and B is true (or present), and both A and B are true (or present). In addition, use of the “a” or “an” are employed to describe elements and components of the embodiments herein. This is done merely for convenience and to give a general sense of the inventions. This description should be read to include one or at least one and the singular also includes the plural unless it is obvious that it is meant otherwise.

[0109] While particular embodiments and applications have been illustrated and described, it is to be understood that the disclosed embodiments are not limited to the precise construction and components disclosed herein. Various modifications, changes and variations, which will be apparent to those skilled in the art, may be made in the arrangement, operation and details of the method and apparatus disclosed herein without departing from the spirit and scope of the disclosure. The foregoing description, for purpose of explanation, has been described with reference to specific embodiments. However, the illustrative discussions above are not intended to be exhaustive or to limit the inventions to the precise forms disclosed. Many modifications and variations are possible in view of the above teachings. The embodiments were chosen and described in order to explain the principles of the inventions and their practical applications, to thereby enable others skilled in the art to utilize the inventions and various embodiments with various modifications as are suited to the particular use contemplated.
WHAT IS CLAIMED IS:

1. A sensor for collecting image data for use in a moving imaging system, the sensor comprising:
   a spectral sensor configured to capture spectral image data, the spectral sensor comprising an imaging surface area comprising an imaging width; and
   a plurality of spectral filters, the spectral filters in aggregate covering a spectral imaging portion of the imaging surface area of the spectral sensor,
   each spectral filter having a filter width at least substantially the same as the imaging width, and
   each spectral filter having a spectral filter height greater than or equal to a minimum filter height,
   wherein the minimum filter height equals a rate at which an image of a region of interest appears to move across the spectral sensor due to relative motion of the moving imaging system divided by a rate of frame capture of the spectral sensor.

2. The sensor of claim 1, wherein the spectral sensor comprises one of a two dimensional staring sensor, a line sensor, a color wheel, or a color filter array.

3. The sensor of claim 1 or claim 2, wherein a first spectral filter from the plurality of spectral filters has a greater spectral filter height than a second spectral filter from the plurality of spectral filters.

4. The sensor of claim 3, wherein the first spectral filter is a green spectral filter configured to transmit light within a range of wavelengths centered around green wavelengths.

5. The sensor of claim 3, wherein the first spectral filter is a blue spectral filter configured to transmit light within a range of wavelengths centered around blue wavelengths.

6. The sensor of claim 3, wherein the spectral filter height of the first spectral filter is at least twice the spectral filter height of the second spectral filter.

7. The sensor of any one of claims 1 to 6, wherein the spectral filter heights of each of the plurality of spectral filters are between one and four times the minimum filter height.

8. The sensor of any one of claims 1 to 7, wherein the spectral filters comprise at least one of a red spectral filter, a green spectral filter, a blue spectral filter, and an infrared spectral filter.

9. The sensor of any one of claims 1 to 8, further comprising a panchromatic sensor configured to capture panchromatic image data of the region of interest, the panchromatic sensor covering a panchromatic imaging portion of the imaging surface area of the spectral sensor, the
panchromatic sensor having a panchromatic width at least substantially the same as the imaging width, and a panchromatic height greater than or equal to the minimum filter height.

10. The sensor of claim 9, wherein the panchromatic sensor height is greater than each of the spectral filter heights.

11. The sensor of claim 9, wherein the panchromatic sensor height is substantially equal to a sum of all of the spectral filter heights.

12. The sensor of any one of claims 9 to 11, wherein the panchromatic sensor comprises one or more panchromatic filters, each panchromatic filter having a panchromatic filter height greater than or equal to the minimum filter height.

13. The sensor of claim 12, wherein each of the one or more panchromatic filters has a panchromatic bandwidth that is greater than spectral bandwidths of each of the spectral filters.

14. The sensor of claim 13, wherein the panchromatic bandwidth is between about 450 nm and about 900 nm.

15. The sensor of any one of claims 9 to 14, further comprising a controller configured to capture image data from the panchromatic sensor at a video frame rate and to provide the image data to a real-time video feed.

16. The sensor of claim 15, wherein the video frame rate is greater than about 5 frames per second.

17. The sensor of any one of claims 9 to 16, wherein a panchromatic spatial resolution of the panchromatic sensor is substantially the same as a spectral spatial resolution of the spectral sensor.

18. A method of enhancing image data, the method comprising:

under control of an imaging processing system comprising computing hardware:

receiving a sequence of spectral image strips, each spectral image strip comprising an image of a portion of a region of interest, each spectral image strip comprising image data from a spectral range of wavelengths of light;

registering the sequence of spectral image strips to provide a spectral image of the region of interest;

receiving a plurality of panchromatic images of the region of interest, each panchromatic image comprising image data from a panchromatic range of wavelengths of light that is broader than the spectral range of wavelengths of light;

performing multi-frame enhancement on the plurality of panchromatic images to generate an enhanced panchromatic image having a higher resolution than each of the plurality of panchromatic images; and
generating a panchromatic-sharpened spectral image using at least the enhanced panchromatic image and the spectral image, the panchromatic-sharpened spectral image having a higher resolution than the spectral image.

19. The method of claim 18, wherein receiving a sequence of spectral image strips comprises:

receiving a first sequence of spectral image strips comprising image data from a first spectral range of wavelengths of light;

receiving a second sequence of spectral image strips comprising image data from a second spectral range of wavelengths of light, the second spectral range different from the first spectral range; and

registering the sequence of spectral image strips comprises:

registering the first sequence of spectral image strips to provide a first spectral image of the region of interest; and

registering the second sequence of spectral image strips to provide a second spectral image of the region of interest.

20. The method of claim 19, further comprising combining the first spectral image and the second spectral image to generate a multispectral image of the region of interest.

21. The method of any one of claims 18 to 20, further comprising upsampling the spectral image to the resolution of the enhanced panchromatic image.

22. The method of any one of claims 18 to 21, wherein the plurality of panchromatic images and the spectral image have a substantially similar capture resolution.

23. The method of any one of claims 18 to 22, wherein generating the panchromatic-sharpened spectral image comprises:

converting the spectral image into a color system comprising a luminance component to create a converted spectral image; and

replacing the luminance component of the converted spectral image with the enhanced panchromatic image.

24. The method of claim 23, further comprising converting back into a color system of the spectral image after replacing the luminance component of the converted spectral image with the enhanced panchromatic image.

25. The method of any one of claims 18 to 24, wherein receiving the plurality of panchromatic images comprises receiving at least four panchromatic images.

26. The method of any one of claims 18 to 25, wherein the plurality of panchromatic images are captured by an imaging system having a diffraction limit, and receiving the plurality
of panchromatic images comprises receiving sufficient panchromatic images such that the enhanced panchromatic image has a resolution of approximately the diffraction limit of the imaging system.

27. The method of any one of claims 18 to 26, wherein generating the panchromatic-sharpened spectral image comprises injecting details from the enhanced panchromatic image into the spectral image.

28. The method of any one of claims 18 to 27, wherein
performing multi-frame enhancement comprises performing multi-frame enhancement on only a sub-frame area of the panchromatic images to generate an enhanced panchromatic image of the sub-frame area; and

generating the panchromatic-sharpened spectral image comprises generating the panchromatic-sharpened spectral image of only the sub-frame area.

29. A method of enhancing spectral image data, the method comprising:
under control of an imaging processing system comprising computing hardware:

receiving a plurality of successive spectral images of portions of a region of interest, each spectral image comprising a plurality of spectral image strips, each spectral image strip comprising image data from a different range of wavelengths of light;

registering the spectral image strips from each range of wavelengths to create a plurality of reconstructed spectral images;

combining the reconstructed spectral images to create a multispectral image;

converting the multispectral image into a color system comprising a luminance component to create a converted multispectral image; and

replacing the luminance component of the converted multispectral image with a replacement spectral image based on the reconstructed spectral images to generate an enhanced spectral image.

30. The method of claim 29, wherein the replacement spectral image comprises image data of light collected within a range of wavelengths centered around green wavelengths.

31. The method of claim 29 or claim 30, wherein the spectral image strips comprise an enlarged spectral image strip that contains image data of a larger portion of the region of interest than the portions captured by the other spectral image strips, and wherein the registering comprises registering a plurality of the enlarged spectral image strips to create a plurality of overlapping spectral images.

32. The method of claim 31, comprising performing multi-frame enhancement on the overlapping spectral images to create the replacement spectral image.
33. The method of claim 31, wherein the replacement spectral image is one of the overlapping spectral images.
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